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Figure 1: Strengths and limitations of technologies along the RVC, from left to right, there are standard monitor devices, optical
see-through augmented reality, video pass-through augmented reality, augmented virtuality, and virtual reality.

ABSTRACT

In the recent years, an increasing number of researchers have started
looking into the area of cross reality. This position paper argues the
potential of cross reality in enhancing analytics workflow by bridging
different points along the reality-virtuality continuum. First, the
strengths and limitations of various points along the reality-virtuality
continuum are identified. Participants’ feedback from the three case
studies is discussed to support our argument.

Index Terms: Human-centered computing—Mixed / augmented
reality; Human-centered computing—HCI theory, concepts and
models;

1 INTRODUCTION

Researchers have been exploiting the benefits of technologies at
different points along the Reality-Virtuality Continuum (RVC) for
years [27]. In order to enhance the understanding of complex data
for decision-making, many studies investigated using immersive
technologies to perform analytical reasoning [41]. With an increas-
ing number of commercially available high-quality and affordable
Virtual Reality (VR) or Augmented Reality (AR) devices, more
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researchers and developers started to look into replacing analytics
work using conventional visualization and interaction interfaces such
as desktops with immersive analytics using devices such as VR or
AR Head-Mounted Displayts (HMDs). All technologies along the
RVC have their strengths and limitations. As a result, systems at
each point along RVC might be most suitable for certain types of
tasks or visualizations. Nowadays, many researchers face challenges
in analytics works with increasing complexity and involve multiple
types of tasks simultaneously with 2D and 3D visualizations. A solu-
tion for solving these challenges is to move between different points
(e.g., Standard Monitor Device (SMD), AR, Augmented Virtuality
(AV), VR) along the RVC so that users can transition to the system
that is most suitable for each type of task and visualization.

Cross Reality (CR) is a technology that interconnects systems at
different points on the RVC. By definition, a CR application should
support the transition between or concurrent usage of multiple sys-
tems along the RVC [45]. With the advancement of computation
power, networking capabilities, and peripheral devices, developing
such CR applications become realistic. Researchers have started to
develop prototypes that support different scenarios of CR. Pointecker
et al. implemented a prototype with four transition techniques al-
lowing users to transition between AR and VR environments [31].
OneReality is another prototype that supports the transition of user
and virtual objects progressively from the physical environment to a
fully immersed virtual environment [36]. Schwajda et al. proposed
a prototype that allows users to transition 2D graph data from an
SMD to the AR space [37]. Some researchers are looking into con-
currently interacting with multiple systems at different points along
the RVC. CR prototypes that support concurrent usage scenarios
usually utilize an AR HMD to enhance the user experience with
SMDs [20, 21, 33]. While Mayer et al. proposed a prototype that



uses a planar surface mobile device as a cutting plane that interacts
with volumetric data in the AR environment [26].

2 STRENGTH AND LIMITATION ALONG THE RVC
For years researchers have been working on exploiting the benefits
of technologies at different points along the RVC, such as SMD,
AR, AV, and VR. Although technologies at each point on the RVC
have advantages, the limitations indicate it is not ideal to use these
technologies to replace others and serve as the sole tool for analytic
works.

2.1 SMD
An SMD is defined as a device with a display utilizing a 2D array
of pixels to represent information or visualization and does not give
the user the illusion that the computer-generated content exists in
the same space as the user [45].

SMD is currently the primary technology for commercial dis-
play and is how most people obtain information [9]. With years of
development and usage, an established workflow exists for people
to use SMDs. Meanwhile, because people are more familiar with
using SMDs and the physical input interface, such as mouse, key-
board, and touchscreen, of SMDs allow passive haptic feedback and
spontaneous and reliable interaction, and people have less mental
fatigue with using SMDs compared to HMD [14]. The familiarity of
SMDs also allows users to have higher readability, as most people
are used to reading from SMDs since it requires less mental effort
and time to get used to reading on SMDs [12]. Much research has
been done on text setting for optimal readability on SMD since the
1980s, in which standards for different text parameters have already
been established [11]. For example, the WCAG2.0 is a uniform
standard of text and background color contrast, font, and font size
initiated for website content on desktop and mobile devices [47].

However SMDs provide a low level of immersion due to a smaller
field of view caused by limited screen size and the lack of depth
perception [10]. Motion parallax and stereoscopic depth are two of
the four principle sets for creating visual depth cues [10]. Monition
parallax is the perception of an object being in a 3D space by moving
a greater distance when the object is closer to the observer [5, 39].
Stereoscopic depth is the distance obtained by presenting different
images to the left and right eyes [46]. SMDs are not able to achieve
both motion parallax and stereoscopic depth, causing a lack of
depth perception. Meanwhile, the limited screen size of SMDs also
reduces people’s productivity [24]. As a user study conducted by
Czerwinski et al. [6] shows participants finished the tasks 9% slower
on a regular 15” flat display, compared to 42” wide curved display
with a resolution of 3072 x 768, and 14 of 15 participants preferred
the larger display.

2.2 AR
AR creates a space that enables the user to see the physical world
overlaid or combined with interactive virtual objects that provide
information regarding the physical world context. [3, 18, 43].

AR retains a spatial relationship between the virtual object and
the real world that creates an illusion of both coexisting in the AR
space, allowing users to be aware of their real-world environment
and thus increasing situation awareness [2, 4]. Situation awareness
allows users to be aware of information that is required to perform a
task, in which the information provided by the virtual object and the
hints of the user surrounding offered by the physical environment
awareness allow the user to perform real-world tasks better [2, 4].
Meanwhile, context awareness, the awareness of information rele-
vant to the physical environment, can be provided through virtual
contents [2]. These virtual contents can increase users’ safety and
decrease their cognitive load by offering information that may not
be seen in their environment, such as warnings of hazards [2, 38].
Additionally, AR displays have more accurate depth perception and

estimation. Compared to VR displays, the position and orientation
tracker corrections and other important scene parameters in AR dis-
plays can be accurately calibrated according to real-world object
that provides the true ground value [16].

Current AR HMDs are either optical see-through (OST) devices
or video pass-through (VPT) devices, and both have hardware limi-
tations [35]. OST devices have a see-through display medium with
the virtual object overlay using transparent mirrors and lens [28, 43].
Although OST devices allow a clear view of the real-world surround-
ings, they have a small field of view that causes lower immersion
due to virtual objects clipping at the edge of the display [25, 43].
For example, Microsoft’s HoloLens 2, the most widely used OST
device, has a field of view of 54°, while humans have over 180°
horizontal binocular field of view [25]. Low contrast and brightness
of OST device displays is another limitation causing it to be less
suitable for outdoor usage [23, 28]. In addition, as the surrounding
environment’s background color clashes or mixes with the color of
the virtual contents, such as darker colors blends in and appear as
semi-transparent and white objects fuse with a background of light
color, resulting in OST devices having a limited color range [7, 30].
VPT devices use VR displays with the virtual environment replaced
by a live video of the real-world surroundings [17, 43]. Although
VPT devices do not have the limitations OST devices have and
can provide a more realistic AR environment, they provide a lower
clarity of the real world because of the constraints of VR display
resolution [28]. State-of-the-art VPT devices such as Varjo XR3
or Apple Vision Pro have the ability to transition between AR and
VR environments and have much broader FoV compared with OST
devices. Furthermore, since the video feed of the surrounding is
generated according to the user’s eyes and head movement, most VR
displays have fixed focus distance for eye tracking and latency of
the video feed for head tracking, resulting in eye strain, fatigue, and
motion sickness [17, 43]. VPT devices such as Varjo XR3 utilize a
calibrated mixed-reality camera system that captures high-definition
video and renders it on 4K screens for both eyes. The lens is automat-
ically adjusted based on the user’s interpupillary distance, making
it more comfortable and causing less fatigue. The clarity of video
rendered on the screens makes it possible for users to read books
or watch content on SMD while wearing the HMD. However, such
devices require high computation power. Thus, the user needs to
wear an HMD tethered to a computer which causes discomfort.

2.3 VR

VR is the technology that allows the participant to be immersed in a
fully synthetic world [27].

VR applications provide a high immersion level and reduce ex-
ternal distractions to their users. The large field of view and the
presence of depth cues increases the immersion of VR applica-
tions [10]. Modern VR displays usually have around 110° field
of view, close to the human eye’s field of view of over 180° [25].
Meanwhile, monition parallax and stereoscopic depth offered by VR
HMDs enable users to have a good level of depth perception [10].
Additionally, high immersion and large surfaces offered by VR ap-
plications are proven to positively impact motivation, performance,
and productivity [6, 13].

Despite state-of-the-art VR HMDs have significant improvements
in resolution, such as Varjo XR3, which equips with 4K screens.
The readability level is not comparable to SMDs, as the user study
conducted by Grout et al. [12] shows that people need more time
to read text when using the Oculus Rift compared to a standard 23”
display. The low readability may be caused by the lack of familiarity
with reading in VR HMDs and insufficient research and standard-
ization on reading settings for VR devices. As for reading text in
a VR environment, additional text parameters, text distance, and
angular size are needed, which currently do not have an established
standard [19]. Although there are studies on the optimal research for



reading settings on VR HMDs, they are targeted at specific devices,
and the parameter value cannot be applied to other HMDs, making
it harder to standardize for VR devices [19]. Motion sickness and
mental fatigue are also associated with extended usage of VR HMDs.
Dizziness and motion sickness are caused by the frequently moving
images in the virtual space and the conflict between the users’ self-
perception and visual perception of motion [42]. Meanwhile, mental
fatigue can be caused by unfamiliar interaction and haptic feedback
due to the absence of a physical surface [14]. Additionally, visual
and social isolation is an issue with VR applications, as the user is
cut off from the physical world and the physical human interaction
by the completely immersive virtual environment [34]. Although
VR applications enable depth perception, it is less precise than the
depth perception of AR applications. VR displays calibration ac-
curacy will be lower than AR displays as scene setup parameters
can not use real-world objects as reference [16]. Moreover, people’s
depth perception is distorted in an entirely virtual environment also
because of the lack of real-world reference objects, proven by a
user study conducted by Armbrüster et al. [1] where participants
underestimated the distance between themselves and objects placed
in a virtual environment.

AV is another point on the RVC between AR and VR that should
not be neglected. AV is defined as a stage in which the user can
see a virtual world which is enhanced by real-world objects [27].
AV prototyping can be traced back to 1997 when Simsarian et al.
created a virtual world augmented by video textures taken of real
world objects [40]. In early 2000s, Regenbrecht et al. proposed an
application allowing users to collaborate on virtual 3D geometry
on a physical table [32]. More studies were conducted in AR than
in AV due to the technology limitation before VPT HMD, such as
Varjo XR3 was commercialized [15]. AV has advantages such as
improving the sense of presence and increasing interactivity using
the embodiment of user and tangible objects. The study conducted
by Lee et al. suggested that users were more engaged and felt more
presence in the virtual world with AV technology [22]. Lufthansa
Aviation Training also developed an AV flight simulator for com-
mercial pilot training. The simulator combined a real cockpit with a
physical control station to enhance the virtual environment. Thus
it provides an immersive and realistic experience that enhances the
effectiveness of the training. However, there are still challenges in
developing AV applications, such as tracking and registering phys-
ical objects to match their position in the virtual environment and
syncing the state of the physical object to the virtual environment in
real-time [29].

3 CR USE CASES

Users’ feedback from three case studies indicates that CR can benefit
users working on serious analytic work. Three case studies aimed
to enhance analytics workflow using immersive technology such as
AR or VR HMDs.

3.1 Reservoir Engineering
A case study was conducted to explore the potential benefits of VR
technologies to assist reservoir engineering workflows. A VR reser-
voir model analysis tool was developed to support common reservoir
model analysis tasks in virtual environments. The study recruited 12
reservoir engineering experts as participants. All participants were
asked to work on tasks such as model plane clipping and well path
planning. The model plane clipping task required participants to
use a plane clipper attached to their hands to cut away unwanted
cells of the model in order to reveal useful insights. The well path
planning task required participants to create an oil well passing
a specific region within a reservoir model by adding and moving
control points.

According to participant feedback, the plane cell clipper is one
of reservoir engineers’ most commonly used functionalities. Some

Figure 2: Using clipping plane mounted to hand to reveal insight of
reservoir model

participants noted that placing and rotating cell clippers in 3D space
within a model on SMD using traditional input modalities such as
a mouse and keyboard sometimes requires much effort. Placing or
adjusting the clipping plane in a conventional tool on SMD requires
the user to ”rotate the model using a mouse and keyboard” and then
”input a series of coordinates” to define the position and orientation
of the clipping plan, which is very time-consuming. All participants
who used this functionality with conventional software on an SMD
voiced that doing such a task in our VR application was a better
experience. Participants described their experience using plane
clippers in VR as ”easier,” ”faster,” ”more intuitive,” and ”more
convenient” because they can ”use my hand to move the cutter to
whatever position I want” and ”I can tile the angle of (the clipper)
by rotating hands.” Some participants also voiced that seeing the
real-time visual effects of the clipping process while moving the
clipping plane is useful. In addition, they can see the reservoir
models more clearly compared with SMD software since they can
walk much closer to examine the model. However, there was some
criticism brought by participants. Some participants noted that
some angles were hard to achieve by rotating the wrist. Participants
also commonly voiced that placing the plane cutter at a precise
position or orientation in VR using a hand or VR controller was hard.
Similarly, 11 out of 12 participants consider drawing well paths
within a 3D reservoir model in VR more convenient, intuitive, and
easy in the well path planning tasks. However, a lack of accuracy and
precision for finely placing wells remains an issue. Some participants
suggested adding coordinate input functionality to both tasks to
refine position and orientation.

All participants thought a VR analysis tool could be a useful
addition to the conventional SMD-based application. However, some
participants noted that it is unnecessary to do a complete analysis
process in VR for some simple cases. A CR interface can benefit
engineers by allowing them to transition the reservoir model to an
immersive space when needed. And it also allows engineers to
roughly place clipping planes or wells using a hand or VR controller
and use an SMD interface with a mouse and keyboard for precise
adjustment.

3.2 Cardiac Surgery Planning
A pilot study was conducted to investigate the potential use of CR
systems for cardiac surgery planning. A CR prototype was created
for the study that supports transitioning the 3D heart model from
a large SMD to the AR space and allows participants to transition
from the AR to the VR environment. Four congenital heart disease
(CHD) experts were recruited as participants in the study. Each
participant was guided through multiple stages of the CR prototype,
including interacting with 3D heart visualization on laptops and
large multi-touch displays, transitioning 3D heart visualization from
the large display to AR space, and transitioning the environment



from AR to VR space. After the tutorial session, participants worked
independently to analyze a heart model constructed using CT scan
data with complex CHD, followed by a semi-structured interview to
gather their feedback.

Figure 3: Transitioning 3D heart model from SMD to AR space using
a combination of Grab and Drag gesture

Participants primarily mentioned the transition of the 3D heart
visualization from the SMD to AR space was the most beneficial
aspect of their day-to-day work. Participants noted that AR has
many benefits supporting the preoperative planning on complex
CHD cases. However, they all agreed that solely immersively appli-
cation on HMD would not fully replace the conventional SMD-based
medical image visualization tools since cardiologists ”have been
using those CT and those MRI pictures for thirty years and are used
to work on tasks using the established traditional tools and inter-
faces.” In addition, one participant mentioned that CT and MRI can
provide enough information for simple CHD cases. Thus immer-
sive analysis using AR or VR HMD is not necessary for every case.
All participants emphasized the importance of CR to the surgery
planning workflow by bridging the immersive analytics with SMD-
based analytics so that users could take advantage brought by both
technologies.

3.3 Engineering Design reviews
Constructing large-scale production facilities, such as chemical
plants or refineries, incurs significant costs. A notable portion
of these expenses, ranging from five to thirty percent, can be at-
tributed to rework primarily caused by design errors that are only
rectified during the construction phase. To mitigate these costs, de-
sign reviews are conducted at multiple stages of the design process,
typically at 30%, 60%, and 90% completion.

Traditional design reviews often adopt a boardroom approach,
where teams examine a 3D rendering of the design presented on a
large 2D screen in a meeting room. Despite efforts to identify flaws
during these reviews, errors still manage to slip through and mani-
fest in the production phase more frequently than desired. However,
rectifying mistakes during the design phase proves to be signifi-
cantly more cost-effective than addressing them during construction.
One key challenge that contributes to errors slipping through is the
difficulty some participants face in understanding scale and spatial
relationships in 2D drawings. Overcoming this challenge by al-
lowing participants to walk through a design in a 1:1 scale has the
potential to alleviate the problem.

Panoptica by EnsureworX1 is an immersive collaborative environ-
ment designed to enhance the design review process. It empowers
multiple users to simultaneously view, manipulate, and interact with
a single 3D model in real-time. Panoptica enables collocated as well
as distributed staff to engage synchronously with 3D models using
natural human interactions, effectively enabling participants to walk
through of 3D models during engineering design review meetings.
This fosters increased engagement and overall improves the design
review process.

1https://vizworx.com/portfolio/EnsureworX

Figure 4: Engineers collaborate on designing large-scale production
facilities in AR space

To ensure practicality and inclusivity, Panoptica adopts a cross-
reality approach. Recognizing that not all participants in a design
review have access to HMDs, the system accommodates collabora-
tion through the use of smartphones, tablets, SMDs, AR, and VR
devices. Additionally, since large-scale engineering models require
substantial computational power that is not yet available on preferred
platforms like HoloLens and HoloLens II, Panoptica is also accessi-
ble on VR HMDs. Furthermore, text input is essential for annotating
3D models and highlighting concerns. To enhance user-friendliness,
Panoptica integrates with mobile devices to facilitate convenient text
input, while HMDs enable associating comments with specific parts
of the facility design.

4 FUTURE WORK AND CONCLUSION

CR has the potential to enhance analytics workflow in different fields
since it can utilize the advantages of technologies along the RVC
to overcome limitations of each other. However, researchers and
designers will face many challenges due to its multi-user interface
and multi-input modality nature [8, 44]. We propose the following
future work as ideas to develop CR applications and to exploit
benefits that can be brought to analytics work:

• Developing user experience design guidelines based on the
empirical result from user studies. The guidelines should
focus on core functionalities or scenarios of CR [45]. The
design guidelines should aim to guide designers to develop CR
applications that allow users seamless and effortless transition
between different systems without being distracted from the
task.

• Conducting case studies and comparing CR prototypes with
existing monitor-based or HMD-based immersive analytics
software on serious analytics tasks. The goal is to collect
evidence to answer the research question of whether CR can
be used for serious tasks.

• Developing CR prototypes that support co-located or dis-
tributed collaboration. With the potential popularization of
using HMD for analytics work, the requirement of coll Theab-
oration across systems along the RVC will rise.

ACKNOWLEDGMENTS

This publication is a part of the X-PRO project. The project X-
PRO is financed by research subsidies granted by the government of
Upper Austria.



REFERENCES
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[2] S. Aromaa, A. Väätänen, I. Aaltonen, V. Goriachev, K. Helin, and
J. Karjalainen. Awareness of the real-world environment when us-
ing augmented reality head-mounted display. Applied Ergonomics,
88:103145, 2020. doi: 10.1016/j.apergo.2020.103145

[3] R. T. Azuma. A Survey of Augmented Reality. Presence: Teleoperators
and Virtual Environments, 6(4):355–385, 08 1997. doi: 10.1162/pres.
1997.6.4.355

[4] A. H. Behzadan, S. Dong, and V. R. Kamat. Augmented reality visual-
ization: A review of civil infrastructure system applications. Advanced
Engineering Informatics, 29(2):252–267, 2015. Infrastructure Com-
puter Vision. doi: 10.1016/j.aei.2015.03.005

[5] R. BRINKMANN. Chapter two - learning to see. In R. BRINKMANN,
ed., The Art and Science of Digital Compositing (Second Edition), The
Morgan Kaufmann Series in Computer Graphics, pp. 15–51. Morgan
Kaufmann, Boston, second edition ed., 2008. doi: 10.1016/B978-0-12
-370638-6.00002-X

[6] M. Czerwinski, G. Smith, T. Regan, B. Meyers, G. Robertson, and
G. Starkweather. Toward characterizing the productivity benefits of
very large displays. In (2003) Interact 2003. IOS Press, January 2003.

[7] M. Fiorentino, S. Debernardis, A. E. Uva, and G. Monno. Augmented
Reality Text Style Readability with See-Through Head-Mounted Dis-
plays in Industrial Context. Presence: Teleoperators and Virtual Envi-
ronments, 22(2):171–190, 08 2013. doi: 10.1162/PRES a 00146
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